
Abstract
Photogrammetry and the accuracy of a photogrammetric solution is 
reliant on the quality of photographs and the accuracy of pixel location 
within the photographs. A photograph with lens distortion can create 
inaccuracies within a photogrammetric solution. Due to the curved 
nature of a camera’s lens(s), the light coming through the lens and onto 
the image sensor can have varying degrees of distortion. There are 
commercially available software titles that rely on a library of known 
cameras, lenses, and configurations for removing lens distortion. 
However, to use these software titles the camera manufacturer, model, 
lens and focal length must be known. This paper presents two 
methodologies for removing lens distortion when camera and lens 
specific information is not available. The first methodology uses linear 
objects within the photograph to determine the amount of lens 
distortion present. This method will be referred to as the straight-line 
method. The second methodology utilizes photogrammetry principles 
and 3D point cloud data to solve for and remove lens distortion. This 
method will be referred to as the point cloud method. Using cameras 
with known distortion parameters, both methodologies are presented 
and individually evaluated against publically available, library-based, 
distortion removal solutions. Based on the results of lens distortion 
removal from cameras with known lens distortion, the straight-line 
method was found to improve pixel location within a photograph by an 
average of 82 percent and by as much as 99 percent. The point cloud 
method was found to improve pixel location by an average of 40 
percent and by as much as 66 percent.

Introduction
Photogrammetry is defined by the American Society of 
Photogrammetry and Remote Sensing (ASPRS) as the art, science, 
and technology of obtaining reliable information about physical 
objects and the environment through process of recording, measuring 
and interpreting photographic images and patterns of recorded radiant 
electromagnetic energy and other phenomena [1]. The accident 
reconstruction community has seen the benefit of using 
photogrammetry in a number of areas for many years. 
Photogrammetry has proven particularly useful for accident scene 

diagramming [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 
19, 20], measuring vehicle crush [21, 22, 23, 24, 25, 26, 27], vehicle 
modeling [28, 29, 30, 31], vehicle crash test analysis, vehicle 
dynamics and dynamic deformation [32, 33, 34, 35, 36, 37, 38, 39, 
40], video analysis [41, 42, 43], projection mapping [44,45], and 
photo scanning [46, 47, 48, 49]. All of these applications rely on pixel 
locations within photographs and video to create accurate 
measurements, projections, diagrams, point clouds and 3D models.

Camera lenses are curved in nature and introduce varying degrees of 
distortion in the resulting photographs. This lens distortion has been 
shown to have an impact on the accuracy of photogrammetric 
solutions [50,51]. When not accounted for, lens distortion can create 
less accurate photogrammetric results. While there are a number of 
methods for removing lens distortion from photographs, traditional 
methods rely on either having access to the camera, or knowing what 
camera and lens were used when the photograph was taken.

This paper presents two methods for removing lens distortion from 
photographs that do not have EXIF (Exchangeable image file format) 
data, such that camera and lens information can be determined. The 
first method presented is referred to as the straight-line method. This 
method utilizes linear objects within the photograph to determine and 
remove lens distortion. The second method presented is referred to as 
the point cloud method. This method utilizes a 3D point cloud and 
photogrammetric principles to solve for and remove lens distortion 
from the photographs. To evaluate the accuracy of these methods, the 
following three cameras were chosen. 

1. Kodak EasyShare Z8612 IS
2. Olympus C-7070 Wide Zoom
3. Samsung ES15

These cameras were chosen because they are cameras with lens 
distortion profiles recognized by commercially available lens 
distortion removal software, and because they are known to have 
been used by law enforcement to document accident sites. To gain an 
understanding of the efficacy of these methods at removing lens 
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distortion and to compare the resulting photogrammetric solutions 
achieved in a real world setting, a study site was setup. This site was 
prepared in an intersection, and roadway markings were placed 
within the site to represent locations of evidence on the roadway. The 
intersection and surrounding landmarks were mapped using both a 
total station and a 3D laser scanner. Spray chalk was used on the 
roadway surface to represent evidence locations. These spray chalk 
locations were both photographed with all three cameras from 
multiple locations and separately mapped with the total station. A 3D 
diagram of the scene was processed using LiDAR data collected by 
both the total station and the 3D laser scanner and camera matching 
photogrammetry was then used to place the evidence within the 3D 
diagram of the scene. Photogrammetric placement of evidence from 
the following data sets was compared to the total station location of 
evidence to aid in evaluating the accuracy of the following lens 
distortion removal methods. 

1. Distorted photographs (no lens distortion removed)
2. Distortion removed – library based software
3. Distortion removed – straight-line method
4. Distortion removed – point cloud method

Additionally, multiple locations of the three physical cameras were 
recorded by the total station. These locations represent the camera 
center of lens where the photographs were taken. The camera 
locations were then compared to the camera locations achieved with 
the photogrammetric solutions for the same four solution groups as 
listed above.

The amount of lens distortion, both present and removed, was also 
analyzed from a pixel location standpoint. For this process the lens 
distortion profiles achieved from both the straight-line method and 
the point cloud method were applied to a grid. Similarly, the 
traditional or software library based lens distortion profiles were also 
applied to a grid. Resulting pixel locations were then compared to an 
undistorted grid to gain an understanding of image pixel movement 
throughout each lens distortion profile.

Background
Pincushion and barrel distortion are the two most common types of 
symmetric radial lens distortion. Wavy or what is sometimes referred 
to as moustache distortion is a combination of both pincushion and 
barrel distortion (Figure 1).

There are other types of lens distortion and lens aberrations including 
fisheye, and decentering lens distortion [50]. While some software is 
capable of dealing with and solving for these types of distortion, for 
the purposes of this study, the symmetric radial distortion types 
referred to as barrel, pincushion and wavy are considered.

There are many types of software available for removing lens 
distortion from photographs. Table 1 is a sample of some of the most 
common software titles that can be used for lens distortion removal, 
including their capabilities and information or equipment required. 
There exist a number of photogrammetry based software titles that 
are capable of creating point clouds using multiple photographs.

Figure 1. Lens distortion types – Top left: undistorted, Top Right: barrel 
distortion, bottom left: pincushion distortion, bottom right: wavy distortion.

Some of these titles are capable of automatically solving for lens 
distortion as well. This software list is not exhaustive.

Table 1. Sample list of software titles available for lens distortion correction.

In general lens distortion can be grouped into automatic or library 
based and manual based distortion removal. Automatic distortion 
removal requires little input from the user and bases the distortion 
removal on a library of known lens profiles. A good example of this is 
PTLens. When a photograph is loaded into PTLens, the software 
automatically looks to the EXIF data which is stored within the 
metadata of digital photographs. This data can specify the camera 
make, model, lens, lens settings, and other parameters used when the 
photograph was taken. If the camera lens is recognized within the 
software library of known lenses, the software automatically removes 
the distortion without additional input from the user. GoPro is another 
example of this. While their cameras are known to have more of a 
fisheye lens distortion type, they have responded to the desire for 
users to remove lens distortion by releasing GoPro Studio. This free 
software that automatically recognizes lens distortion amounts based 
on EXIF data and gives users the ability to remove the distortion 
from their footage.



It is worth noting that many camera manufacturers are releasing 
newer camera models that can automatically correct for the lens 
distortion within the firmware, prior to saving the photograph to 
memory. Depending on the model, this feature is either built in or 
given to users as an option. Another method utilized by some 
software titles is the option of calibrating a camera to be used for 
photogrammetry. This process is typically described in detail by the 
software manual, and can vary per software title.

Some multi-view photogrammetry or photo-scanning software titles 
capable of generating 3D point cloud data have the ability to 
automatically remove lens distortion during the point cloud 
generation process [52]. This can be dependent on the amount of lens 
distortion present, and may only correct for lens distortion within the 
point cloud solution, and not the individual photographs.

Manual distortion removal typically involves either having access to 
the lens profiles such that they can be manually entered into the 
software, or having the camera and camera lens available to 
photograph grid patterns. Adobe Lens Profile Creator is a good 
example of this type of software. It allows users with access to 
cameras used to create the photographs or video, to remove lens 
distortion by taking a series of photographs or video images of a 
specific grid. The software then analyzes the grid to determine the 
amount of lens distortion present and creates lens distortion profiles 
that allow the user to remove the lens distortion.

Methodology

Cameras
To test the effectiveness of both the straight-line method, as well as 
the point cloud method, three cameras with known lens distortion 
parameters were chosen. The three cameras all fall into the consumer-
grade, point-and-shoot category of digital cameras, and are all known 
to have been used by law enforcement for photographing vehicle 
accident scene evidence (Table 2), (Figure 2).

Table 2. A comparison of cameras used in the study.

Figure 2. Cameras used in the study. From left to right: Kodak Z8612, 
Samsung ES15, Olympus C7070WZ.

The widest field-of-view setting for digital point-and-shoot cameras is 
typically the default setting when the camera is turned on. This 
field-of-view is also well suited for photographing scenes. For these 
reasons, and because it has been the authors’ experience that these 
settings are most commonly used in documenting vehicle accident 
scenes, this was the setting chosen for the cameras when documenting 
the study site. It is worth noting that the widest field of view typically 
contains higher amounts of lens distortion within the photograph.

Physical Study Site Layout and Documentation
For the purpose of this paper the intersection of two four lane divided 
roadways was chosen as a test study site. This intersection was 
chosen because it featured a number of vertical and straight-line 
features that could be photographed and used as a method for 
removing distortion from the photographs. The intersection was 
mapped using a Nikon Nivo 3M three second reflectorless total 
station and a FARO Focus 3D X 330 laser scanner (Figure3).

Figure 3. Test study site being mapped with a 3D laser scanner and a 
reflectorless total station.

LiDAR data from the total station and from the 3D laser scan data 
was then processed and aligned to create az 3D scene diagram of the 
intersection (Figure 4). This scene diagram represents data collected 
sometime after a vehicle accident, where evidence such as tire marks, 
vehicle debris and points of rest (POR) for the vehicles would no 
longer be visible at the accident site.

Figure 4. LiDAR data of the scene mapping. The color point cloud data is 
from the 3D laser scanner and black line work is from LiDAR data collected 
with the total station.

The same study site was revisited at a later point in time, and 
markings were laid out with orange spray chalk so that they would be 
visible within photographs (Figure 5).



Figure 5. Orange spray chalk, representing evidence on the roadway surface, 
being recorded with a total station.

The location of these markings were then recorded using a total 
station so that the recorded physical locations of the spray chalk 
markings could be compared to the virtual locations of the markings 
as determined by the photogrammetry solutions. Common points that 
were previously mapped were mapped again in this data set, so that 
this data could be aligned to the previous LiDAR data collected at the 
scene. This data was aligned, kept separate from the rest of the scene 
mapping, and used as a baseline for comparing photogrammetry 
solutions of the spray chalk mark locations. Figure 6 is a diagram 
comprising the study site mapping with specific spray chalk markings 
and camera locations labeled.

Figure 6. Diagram of the study site with labels for spray chalk markings, and 
camera photograph locations (cma and cmb).

The three cameras chosen for the study were then used to photograph 
the orange spray chalk markings from multiple vantages (Figure 7). 
The camera locations were also mapped using a total station, so that 
the physical location of the cameras within the study scene could be 
compared virtual camera locations resulting from the varying 
photogrammetry solutions. This data can be found in the analysis and 
results section (Figure 19).

Prior to removing lens distortion from the photographs, camera match 
photogrammetry was used to establish a baseline for physical site 
study comparisons. This was done for photograph sets taken with 
each of the three cameras. Due to the distortion within the 
photographs these camera matches did not align well with the total 
station and 3D laser scanner data in all areas of the photograph, and 
the photogrammetry solutions were achieved in a best-fit manner. The 

spray markings were then located within these matches such that their 
3D locations could be compared to corresponding total station data of 
the same spray markings.

Figure 7. The Three study cameras on location at the test study site. From left 
to right: Samsung ES15, Olympus C7070WZ, Kodak Z8612.

The six photographs that were used for this study as well as the 
resulting photogrammetry solutions for each of the distorted and 
undistorted photographs sets are available in Appendix A.

Automatic, Library-Based Method
PTLens is a software title designed specifically for removing lens 
distortion from photographs. PTLens was chosen as a more 
traditional method of lens distortion removal and used to establish a 
comparison for both the straight-line and the point cloud lens 
distortion removal methods. Lens distortion profiles for all three of 
the study cameras are part of the PTLens library or database of lens 
profiles. By default, PTLens crops out the curved portions of a 
photograph that cannot be contained within a rectangular shape. This 
does not typically present an issue for photogrammetry, as without 
distortion, the camera solution can be solved for regardless of the 
overall dimensions of the photograph. Our study purposed to 
compare both real world photogrammetry results as well as pixel 
movement results between the different lens distortion removal 
methods. In effort to avoid pixel shift from cropping, it was necessary 
to obtain the entire undistorted photograph without cropping. The 
PTLens software author was gracious to provide us with the lens 
distortion coefficients for each of the cameras from the PTLens 
database (Table 3).

Table 3. Coefficients provided by the author of PTLens.

The following equation with a, b, and c coefficients can be used in 
removing lens distortion, where r’ represents a distorted pixel 
location and r an undistorted pixel location. r and r’ refer to the 
normalized radius of an image pixel. Parameter d is set to be 
1-(a+b+c) which resolves into r = r’ at r = 1. (This means the upper 
and lower center pixel of the image will not shift.)

[53]



These coefficients were then run through ImageMagick to obtain an 
uncropped and undistorted version of the photograph. Using this 
method, lens distortion was removed from the six photographs used 
for analysis (Three cameras and two locations).

After applying the corrections, the library-based undistorted 
photographs were used in camera matching photogrammetry. The 
scene total station mapping data and 3D laser scan data were used to 
establish a 3D environment of the study site. A virtual camera was 
then created and the straight-line undistorted photograph was set as 
the background image within the virtual camera. The position, rotation 
and field of view were then manually adjusted until the environment 
aligned with the photograph. This camera matching process was 
accomplished using Autodesk 3D Studio Max 2016 (Figure 8).

Figure 8. Camera match photogrammetry showing the location of the virtual 
camera within the 3D point cloud environment, and the labeled spray mark 
evidence on the ground surface. Photograph taken with the Kodak Z8612

The reference spray chalk marks within the photographs were then 
traced onto ground surface data generated using the total station and 
laser point cloud data so that the photogrammetry solution using the 
straight-line methodology for lens distortion removal could be 
compared with to the scene total station data of the reference spray 
chalk marks.

Straight-Line Method
When the camera lens is not known, the straight-line method can be 
used as an effective method for removing lens distortion and whereby 
improving photogrammetric solutions. This method is similar to the 
manual method of photographing a grid for software analysis in that 
it relies on linear features within the photograph to determine and 
solve for lens distortion. For this reason, not all photographs are well 
suited for this method. Some examples of linear features that can be 
used for this method include: vehicle trailers, utility posts, street 
lights, stop lights, buildings, bridges, signage and other man-made 
structures. Figure 9, is a photograph of a street light and building that 
were used for analysis in this study. This photograph was taken with 
the Kodak Z8612 camera in its default or widest field of view setting.

This straight-line method is achievable in other software titles as 
well, but for the purposes of this study PFTrack by Pixel Farm was 
used. Using an undistort node, curved lines were plotted to describe 
the straight lines as visible in Figure 9, so that lens distortion could be 
solved for and removed. The resulting parameters for lens distortion 
removal can be saved and then utilized on other photographs or video 
frames. For comparison purposes, after achieving a solution using the 

photograph as shown in Figure 9, the distortion parameters were 
applied to an idealized grid to gain an understanding of the amount 
and direction of pixel movement (Figure 10).

Figure 9. Photograph showing example of several linear objects used for 
removing lens distortion. This photograph was taken with the Kodak Z8612.

Figure 10. Idealized grid used in pixel movement analysis

Figure 11. Idealized grid image with a difference overlay of the same grid 
with the Olympus C7070WZ straight-line lens distortion correction applied. 
Horizontal and vertical white areas indicate amount and location of pixel 
movement. The red area is shown larger in Figure 12.



Figures 11 and 12 show a difference overlay of both the original 
image of the grid and the same grid after applying the distortion 
removal. The width of the white lines represents the amount of pixel 
movement. In areas where the white lines are small or not visible, 
there is no distortion. Figure 11 shows the entire image overlay, and 
Figure 12 shows only the top right quarter or quadrant of the image.

Figure 12. The top right quarter of Figure 11. This idealized grid image has a 
difference overlay of the same grid with the Olympus C7070WZ straight-line 
lens distortion correction applied. Horizontal and vertical white areas indicate 
amount and location of pixel movement.

The straight-line correction method was used to determine lens 
distortion for all three study cameras. After applying the corrections, 
the straight-line undistorted photographs were used in camera 
matching photogrammetry. This process was identical to the camera 
matching process described within the automatic library-based 
method (Figure 8).

Care should be used when selecting straight-line objects within 
photographs. Wooden telephone poles are sometimes warped, 
pre-stressed concrete structures can have some curvature to them, and 
other features that might typically be assumed to be straight, may have 
some curvature to them that would prevent them from being useful as 
straight-line objects in this method. The straight-line method does 
involve the manual tracing of straight objects. This tracing, the 
number of lines used, the length of the lines, and the areas within the 
photograph that these objects are located can all have an effect on 
results. For these reason, hard lined objects with easily distinguishable 
edges that extend throughout more of the photograph are preferable.

Point Cloud Method
When the camera lens is not known, the point cloud method can also 
be used to remove lens distortion and improve photogrammetric 
solutions. This method requires a three dimensional point cloud with 
sufficient density to accurately represent discrete points visible within 
the photograph. In the process of solving for lens distortion, this 

method also solves for the location, orientation, and field of view of 
the camera. As an additional benefit, the resulting virtual camera 
created during this photogrammetric solution, can be exported and 
further utilized in other software.

While other software titles may be capable of performing these 
calculations, for the purpose of this study the authors used PFTrack 
by Pixel Farm. After selecting the photograph for analysis and 
importing it, 3D point cloud data of the study site was also imported 
in a “x y z r g b” space-delimited file with the intensity values 
removed. This point cloud data was imported onto a survey solver 
node. Common points or trackers, were then selected within the 
photograph as well as the point cloud. These points were then 
analyzed by the software such that a camera positon could be 
determined (Figure 13).

Figure 13. Point cloud data visible within PFTrack. Points chosen as common 
points or trackers are visible accompanied with blue text to the right of the 
point. This image shows 9 common points chosen for analysis.

The software also gives the user ability to solve for radial lens 
distortion, whereby improving the overall photogrammetric 
alignment or automated camera match solution. The resulting lens 
distortion parameters can then be saved and applied to additional 
photographs or video frames.

Care should be taken when selecting point cloud data points that 
represent the points within the photographs. Due to the number of 
points within a point cloud, it is easy to accidently select a point that 
is not in the correct location. Rotating around selected points and 
verifying precision of the selection as well as verifying that point 
cloud density is sufficient to describe the corresponding point is 
important for achieving accurate results. The authors have also 
experienced a greater accuracy in point selection by using grayscale, 
reflectivity based point cloud data over the RGB photograph overlay 
data. When applying this method, it is recommended that reflectivity 
based point cloud data is used for point cloud selections or trackers 
whenever possible.



Analysis/Results

Straight-Line Method: Radial Pixel Movement
Radial pixel movement was calculated for each of the lens distortion 
removal methods starting in the center of the image and moving 
diagonally to a corner of the image. This was done by creating three 
24x24 idealized checkerboard grids with the same dimensions as 
photographs. The photographs from all three cameras had a dimensional 
ratio of 4:3 and so the grid consisted of 4x3 proportioned rectangles, 
such that thirteen intersecting corner grid points could be calculated 
from the center to the diagonal corner of the image (Figure 14).

Figure 14. Idealized, checkerboard grid with twelve 4x3 rectangles specified 
for tracking pixel movement between lens distortion solutions.

This grid was then distorted using the PTLens coefficients. Before 
pixel movement analysis, the grids were aligned to have the same 
overall dimensions as the original photographs, eliminating pixel 
movement differences resulting from the scaling of images.

To analyze the amount of radial pixel movement, the height and 
width for each of the 12 grid squares was measured. Table 4 contains 
the measurements from the Olympus formatted grid prior to using the 
lens profiles for distortion. The distance column consistently grows 
by 160 pixels per row, as there is no distortion. The percentage for 
each of the 13 locations (0-12) corresponds to the percentage 
diagonally from the center to the corner of the photograph as shown 
in Figure 14. These percentages also correlate to the data points on 
the radial pixel movement probability plots (Figures 15, 17).

This same process was then applied using the lens distortion solutions 
for both the straight-line and the point cloud methods. This was done 
separately for all three of the cameras and for both of the camera 
locations. After applying the corrections for each data set to the grid, 
the same measurements for width and height were taken so that the 
radial, or diagonal distance across each section of the grid could be 
analyzed. Table 5 is an example of the individual height and width 

grid measurements taken after the library-based PTLens corrections 
were applied to the grid. The difference column shows the diagonal 
distance difference for each of the 13 data points as compared to the 
undistorted grid point locations.

Table 4. Undistorted grid measurements (Olympus)

Table 5. Grid measurements with PTLens correction applied (Olympus)

The resulting pixel movements from the straight-line method were then 
compared to pixel movement within the PTLens lens distortion models 
for each camera from two different camera locations. Table 6 contains 
the measurements for the width and height of each of the 13 grid points 
after applying the straight-line method solution from the Olympus 
camera at the CMB location. The difference column shows the 
diagonal distance difference from the undistorted grid point locations.



Table 6. Grid measurements using Straight-Line Method (Olympus CMB)

Using the PTLens profiles as a baseline and with respect to original 
pixel location, the straight-line method was shown to improve pixel 
location by an average of 82% overall. A maximum improvement of 
99% resulted from the Olympus CMB dataset, as these grid point 
locations moved 99% closer to the Olympus PT Lens solution than the 
uncorrected grid (Table 6). Likewise, a minimum improvement of 34% 
resulted from the Samsung CMA grid point locations, as these points 
moved 34% closer to the Olympus PT Lens solution than the 
uncorrected grid (Appendix B). Figure 15 is a probability plot showing 
the amount of pixel movement over percentages of the photograph 
starting from the center and moving diagonally to the corner.

Figure 15. Radial pixel movement over percentage of photographs from center 
diagonally to the corner, for all three cameras in both camera match locations 
(CMA, CMB).

The pixel measurements for all images using the straight-line and 
point cloud methods as well as additional probability plots of this 
data are included in Appendix B.

Straight-Line Method: Photogrammetry
In addition to the radial pixel movement analysis, lens distortion 
removal accuracy for the straight-line method was also analyzed using 
camera match photogrammetry. In this analysis, photogrammetry was 
used to determine the three-dimensional location of roadway spray 
chalk marks visible within the photographs. The resulting 
photogrammetry based locations were then compared to corresponding 
LiDAR based total station data for the spray chalk marks. Overall the 
straight-line method was found to be an average of 9.9 centimeters 
from the corresponding LiDAR points. Table 7 contains the LiDAR 
based locations for the spray chalk, as well as the corresponding spray 
chalk locations determined through photogrammetry using the Kodak 
CMA photograph without distortion correction, the Kodak CMA 
photograph with lens distortion corrections from PTLens, and the 
Kodak CMA photograph with straight-line method distortion 
corrections applied. The distance from LiDAR is a total distance in cm, 
derived from the X, Y, and Z locations.

Table 7. Spray Chalk Locations from total station mapping (LiDAR), and 
photogrammetry based locations for the Kodak CMA camera, for the 
uncorrected distortion image, the PTLens distortion corrected image and the 
straight-line distortion corrected image.



Figure 16 shows average distances for the straight-line method and 
includes data from all three cameras at two different locations for a 
total of six straight-line data sets. Figure 16 also compares these 
distances to the corresponding photogrammetry data sets resulting 
from the photographs without lens distortion correction and the 
PTLens corrected photographs.

Figure 16. Average distance for spray chalk points located through 
photogrammetry from total station spray chalk points. Corresponding spray 
chalk distances for both the uncorrected or distorted photographs and the 
PTLens corrected photograph data sets are included with the straight-line data 
set for comparison.

Point Cloud Method: Radial Pixel Movement
The same idealized, checkerboard grid process as described in the 
straight-line method was utilized to compare pixel movement within 
the point cloud method for lens distortion removal. These data sets 
were again compared to distortion removal models as defined by the 
PTLens coefficients. This comparison was made for both photograph 
sets taken with each of the three study cameras for a total of six data 
sets. Using the PTLens profiles as a baseline and with respect to 
original pixel location, the point cloud method was shown to improve 
pixel location by an average of 40% overall. A maximum 
improvement of 66% resulted from the Olympus CMA dataset, as 
these straight-line grid point locations moved 66% closer to the 
PTLens solution than the uncorrected grid (Appendix B). Likewise, a 
minimum improvement of 10% resulted from the Samsung CMB 
dataset, as these grid point locations moved 10% closer to the PTLens 
solution than the uncorrected grid (Appendix B). Figure 17 is a 

probability plot showing the amount of pixel movement over 
percentages of the photograph starting from the center and moving 
diagonally to the corner.

Figure 17. Radial pixel movement over percentage of photographs from center 
diagonally to corner for all three cameras in two separate camera match 
locations (CMA, CMB).

Tables for radial pixel movement for each of the data sets, as well as 
probability plots comparing pixel movement for both the straight-line 
and point cloud methods to the PTLens solution is available in 
Appendix B.

Point Cloud Method: Photogrammetry
Distortion removal accuracy for the point cloud method was also 
compared using camera match photogrammetry. Spray chalk marks 
from the point cloud photogrammetry solutions were compared to 
corresponding spray chalk marks as recorded with the total station. 
Unlike the straight-line method where adjustments were made to the 
virtual camera until an overlay was achieved, this method 
automatically generated camera positions within the software 
photogrammetry solution while solving for lens distortion. The 
virtual camera positions and characteristics for all three cameras at 
the CMA position were not adjusted and only minor adjustments 
were made to the virtual cameras at the CMB positions. Overall the 
point cloud method was found to be an average of 11.3 centimeters 
from the corresponding LiDAR points. Figure 18 shows the average 
photogrammetry based distances for the point cloud method from 
total station (LiDAR) data and compares this to corresponding 
photogrammetry based data from both the uncorrected or distorted 
photographs and the PTLens corrected photographs.



Figure 18. Distance for spray chalk points located through photogrammetry 
from total station spray chalk points. Spray chalk distances for uncorrected or 
distorted and PTLens corrected sets are included with the point cloud data set 
for comparison.

Additional graphs comparing photogrammetry based spray paint 
locations to corresponding LiDAR based locations for both the 
straight-line and point cloud methods of lens distortion removal, are 
available by camera in Appendix B.

Camera Locations
Camera locations that were documented with the total station were 
also compared to the photogrammetry data set virtual camera 
locations. The photogrammetry solutions with the distorted or 
uncorrected photographs were an average of 11.7 centimeters from 
the total station recorded physical camera locations. Virtual cameras 
from the PTLens distortion removal photogrammetry solutions were 
an average of 4.3 centimeters from the recorded physical camera 
locations. Virtual cameras from the straight-line distortion removal 
photogrammetry solutions were an average of 4.0 centimeters from 
the recorded physical camera locations. Virtual cameras from the 
point cloud lens distortion removal were an average of 4.1 
centimeters from the recorded physical camera locations (Figure 19).

The physical camera locations were documented with the total station 
at the center of lens for each camera location. The offset from the 
camera image sensor to the lens may account for some of the distance 
between the virtual camera locations and the physical camera 
locations as recorded by the total station.

Figure 19. Virtual camera locations from photogrammetry solutions distance 
comparison from total station recorded camera locations.

Conclusions
Both the straight-line method as well as the point cloud method for 
removing lens distortion show significant improvement over the 
original distorted photograph when compared to accepted, library-
based software used for lens distortion removal. These improvements 
are visible both in the pixel location analysis as well as the real world 
study for analyzing the impact on photogrammetric results. The 
authors utilized camera-matching photogrammetry to illustrate the 
benefit of these lens distortion removal methods on photogrammetry. 
Lens distortion has adverse effects on photogrammetry solutions in 
general, and the benefit of these lens distortion removal methods is 
not limited to a specific photogrammetry method or software title. 
There are numerous photogrammetry software titles on the market 
and similar results can be expected within these software titles, after 
employing these methods for lens distortion removal. The authors 
have found these methods useful for removing distortion from both 
photographs and video and believe technological advancements in 
both the software and hardware development will continue to 
improve results for both of these methods of lens distortion removal 
beyond those presented within this paper.
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APPENDIX A

Figure 20. Photographs used in the study (Kodak Z8612, Olympus C7070 WZ, Samsung ES15)

Figure 21. Uncorrected lens distortion - photogrammetry solutions (Total station data represented by black lines)

APPENDIX



Figure 22. PTLens lens distortion correction - photogrammetry solutions (Point cloud on left, Total station data represented by black lines on right)



Figure 23. Straight-line lens distortion correction - photogrammetry solutions (Point cloud on left, Total station data represented by black lines on right)



Figure 24. Point cloud lens distortion correction - photogrammetry solutions (Point cloud on left, Total station data represented by black lines on right)



APPENDIX B

Figure 25. Pixel Movement Comparisons by Camera



Table 8. Pixel Movement Analysis Data: Undistorted Grid Image and PTLens Corrected Grid



 Table 9. Pixel Movement Analysis Data: Straight-line Grid



 Table 10. Pixel Movement Analysis Data: Point Cloud Grid



Figure 26. Spray Paint Location Distances from LiDAR Points by Camera and Combined
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